JOURNAL OF CHEMICAL PHYSICS VOLUME 110, NUMBER 1 1 JANUARY 1999

Structural relaxation in Morse clusters: Energy landscapes
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We perform a comprehensive survey of the potential energy landscapes of 13-atom Morse clusters,
and describe how they can be characterized and visualized. Our aim is to detail how the global
features of the funnel-like surface change with the range of the potential, and to relate these changes
to the dynamics of structural relaxation. We find that the landscape becomes rougher and less steep
as the range of the potential decreases, and that relaxation paths to the global minimum become
more complex. ©1999 American Institute of Physids$S0021-960609)03001-9

I. INTRODUCTION global minimum encourages efficient foldifg.
The potential energy landscape also plays an important
Structural relaxation plays a key role in a diverse rangeole in determining the behavior of bulk liquids. Angell has
of problems in chemical physics, including protein folding, proposed a widely used scheme in which liquids are classi-
glass formation, and the observation of “magic number” fied from “strong” to “fragile.” ® A strong liquid is charac-
peaks in the mass spectrometry of rare gas clusters. The derized by a viscosity whose temperature dependence follows
namic evolution of such systems is determined by the potenan Arrhenius relationship{(exdA/T]). These are often lig-
tial energy surfacéPES generated by the interactions be- uids with open network structures like water and SiO
tween their constituent particles. Quite often one wants tavhereas fragile liquids tend to have more isotropic interac-
find the structure and physical properties ofraacromol-  tions. Angelt® and Stillinget! have described the general
ecule or cluster, by which it is usually meant the propertieSeatures of the energy landscapes that might be expected to
of the global minimum on the PES, or, equivalently, thecharacterize the two extremes. In a recent study, Sastay
properties at zero Kelvin. However, the dynamics of a syshave investigated the role of different regions of the land-
tem at temperatures or energies above which it can escageape in the process of glass formation in a model fragile
from the global minimum depend on larger regions of theliquid.!®> They find that as the temperature of the liquid is
PES, the topology, and topography of which determine thelecreased, the system samples regions with higher barriers,
precise behavior. When considering the wider features of thand on further cooling it samples deeper minima and non-
PES in this way, it has become usual to refer to the PES asxponential relaxation sets in.
the “potential energy landscape.” Another way that an energy landscape can be classified
One can also consider thizee energylandscape, a is as “sawtooth-like” or “staircase-like” depending on the
temperature-dependent function which incorporates the erenergy difference between minima relative to the barriers
tropy. For example, in protein folding such a landscape camhich separate thefd®:}* For example, the “structure-
be defined either as a function of the protein configuration byseeking” properties of the (KCl), cluster(i.e., its ability to
averaging the free energy over all solvent coordinates, or aénd a rock salt structure even when cooled rapidign be
a function of distance from the folded state in terms of aattributed to downhill barriers which are low compared to the

similarity parametet. potential energy gradient towards crystalline minima, as in a
In recent years, much understanding has been gained instaircase.
number of fields by relating structural and dynamical prop- In order to characterize an energy landscape, it is neces-

erties to the underlying PES. For example, many years agsary to make a survey of its important features: minima,
Levinthal pointed out the apparent contradiction between théransition states and pathways. Since the number of such
astronomical number of possible configurations that a proteifieatures increases at least exponentially with the number of
can adopt and the rapidity with which it finds the biologi- particles in the syster,it is impractical and undesirable to
cally active structure when it folds® The “paradox” is re-  catalogue them all for large systems. Consequently, existing
solved by realizing that efficient folding is only possible studies have usually concentrated on analyzing what is
when the potential energy landscape is dominated by a furhoped to be a representative sample of minima and transition
nel, i.e., consists largely of convergent kinetic pathwaysstates->'®In this study we examine in detail the landscape of
leading down in energy towards the required strucfufee  the 13-atom Morse cluster (M), which is large enough to
precise features of a funnel may vary, but the native statpossess a complex PES, but is small enough for us to make a
must be thermodynamically stable at temperatures or enenearly exhaustive list of its minima and transition states. This
gies where the dynamics are fast enough for the system to breodel system is especially interesting because the energy
able to explore the landscape and find Tthe native state is landscape is dominated by a funnel, and the potential con-
destabilized if there are structurally distinct states of lowtains one parameter which allows us to adjust the complexity
energy which can act as kinetic trapblence, a pronounced of the PES. Previous studié$® have shown that potential
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energy surfaces are simpler for long-ranged potentials, anBABLE I. Details of the databases for Mat four values of the range
the effects of the range on the morphology of gIobaI minimaparametep. Ney is the minimum number of eigenvectors of each minimum

. 20 - : L1621 searched for a transition state, amds the average number of searches from
of atomic clusters"*’and the stability of simple Ilql'”dg each minimumn,,;, andn,s are the numbers of minima and transition states

have already received attention. The range of the potentiabund.
also affects phase behavior: in a study of 7-atom Morse clus=

ters, Mainz and Berry found that liquid-like and solid-like P 4 6 10 14

phase coexistence is less distinct when the range of attraction p_, 15 6 3 2

is longer?? N 313 13.0 7.0 75
In this paper, we concentrate on finding useful ways to  Nmin 159 1439 9306 12760

characterize and visualize a complex PES, and in the Sum- "s 685 8376 37499 54439

mary we comment on how the range of the potential is likely

to affect the relaxation properties of the cluster. We are cur-

rently using the data collected in this study to perform master  wjth successively higher eigenvalues until a specified

equation dynamics on the system to address relaxation in number,n,,, of directions have been searched uphill.

detail. (4) Repeat from step 1 until,, modes of all known minima
have been searched.

Il. EXPLORING THE LANDSCAPE 'By takin.g stgps direptly between minima, this method
avoids wasting time on intrawell dynamics. Other methods
The Morse potentidf can be written in the form for exploring energy landscapes, such as molecular dynam-

ics, can become trapped in local minima, especially at low
V=2 V; V;=e/dilt[erTiild—2]¢, (1) temperature, where there is a wide separation in time scale
1<l between interwell and intrawell motion. The chosen value of
wherer; is the distance between atoinandj. e androare  Ney Clearly affects the thoroughness of the survey, although
the dimer well depth and equilibrium bond length, and sim-even if all (3N—6) vibrational modes of al-atom cluster
p|y scale the PES without affecting its topo|ogy. They canare SearChEd, there is no guarantee of flndlng every minimum
conveniently be set to unity and used as the units of energgnd transition state. In practice, the required computer time
and distancep is a dimensionless parameter which deter-and storage demand thag, be reduced for large, since the
mines the range of the interparticle forces, with low valuescomplexity of the PES increases dramatically as the range of
corresponding to long range. Physically meaningful valueghe potential decreases. However, one finds that searches
range at least fromp=3.15 and 3.17 for sodium and from low-lying minima are more likely to converge in a
potassiurfi* to 13.62 for G, molecules® When p=6, the  reasonable number of iterations, so the above algorithm was

Morse potential has the same curvature as the Lennard-Jongdgmented with searches along further eigenvectors of

potential at the minimum. lower-energy minima. We are confident that the databases
The first step in characterizing the PES is to map out thélenerated fop=4 and 6 are nearly exhaustive, and although

local minima and the network of transition st&feand path- ~ those for higher values gf are necessarily less complete,

ways that connects them. The eigenvector-followingthis approach still allows us to map out the PES fairly com-

techniqué’~?° can efficiently locate transition stat¢first-  Prehensively.

order saddlésby maximizing the energy along a specified Details of the searches and the resulting databases for

direction, while simultaneously minimizing in all other di- #=4. 6, 10, and 14 are summarized in Table |. The dramatic

rections. The minima connected to a given transition statéise in the number of minima and transition states found as

are defined by the steepest descent paths commencing parg]e range of the potential decreases is the first indication of

lel and antiparallel to the transition vectéthe Hessian ei- the increasing complexity of the PESThe remainder of

genvector with negative eigenvajuat the transition state. this paper investigates in more detail the nature of these

Although eigenvector following can also be used for thesechanges and some useful ways of characterizing the land-

minimizations, the pathways are not necessarily the $dme,Scapes.

and may even lead to a different minimum. Since both the

pathways and the connectivity are of interest here, we use il. TOPOLOGICAL MAPPING

steepest descent technique for minimizations, employing

analytic second derivatives, following Page and McRfer. ; :

: . o already been forced to use terminology appropriate to a sur-
Our algorithm for exploring the PES is similar to that . . . S .
. . face in three-dimensional space, and pictorial representations
used by Tsai and Jordan in a study of small Lennard-Jones . . . ;
. - . are usually restricted even further to two dimensions. Visu-
and water clusterd: Starting from a known minimum: N ) ) . . )

alizing a IAN-dimensional object directly in such a way has

(1) Search for a transition state along the eigenvector witlobvious limitations, yet it is appealing to have an idea of

When trying to describe an energy “landscape,” one has

the lowest eigenvalue. “what the surface looks like.”
(2) Deduce the path through this transition state and the One helpful way of doing this is to use topological map-
minima connected to it. ping to construct a disconnectivity graph, as applied to a

(3) Repeat from step 1 beginning antiparallel to the eigenpolypeptide by Becker and Karpld$The analysis begins by
vector, and then in both directions along eigenvectorsnapping every point in configuration space onto the local
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minimum reached by following the steepest descent path. —33
Thus, configuration space is represented by the discrete set
minima, each of which has an associated “well” of points
which map onto it. Although this approach discards informa- -35
tion about the volume of phase space associated with eac
minimum, the density of minima can provide a qualitative ~
impression of the volumes associated with the various re-_s7
gions of the landscape.

At a given total energyE, the minima can be grouped —38
into disjoint sets, called basinSsuper basins” in Becker _44
and Karplus’ nomenclatuyewhose members are mutually
accessible at that energy. In other words, each pair of minime40
in a basin are connected directly or through other minima by_41
a path whose energy never excedfisbut would require
more energy to reach a minimum in another basin. At low —42
energy there is just one basin—that containing the global
minimum. At successively higher energies, more basins~
come into play as new minima are reached. At still higher _y4
energies, the basins coalesce as higher barriers are overcon
until finally there is just one basin containing all the minima 4
(provided there are no infinite barrigrs _48

The disconnectivity graph is constructed by performing p=4
the basin analysis at a series of energies, plotted on a vertice4?
scale. At each energy, a basin is represented by a node, WiHTb. 1. Disconnectivity trees for M with p=4 andp=6 plotted on the
lines joining nodes in one level to their daughter nodes in th&ame energy scalén units of the pair well depth
level below. The choice of the energy levels is important; too
wide a spacing and no topological information is left, whilst

too close a spacing produces a vertex for every transitioferent meaning by Berry and co-workéfs> In this defini-
state and hides the longer range structure of the landscapgon, a basin consists of all minima connected to the basin
The horizontal pOSitiOﬂ of the nodes is arbitrary, and can b%ottom by a monotonic sequence, ie. a sequence of con-
chosen for clarity. In the resulting graph, all branches terminected minima with monotonically decreasing energy. This
nate at local minima, while all minima connected directly or definition contrasts with that of Becker and Karpfisye-
indirectly to a node are mutually accessible at the correcause it is independent of the energy, and actually has a lot in
sponding energy. common with the notion of a funnel. Although the word

The disconnectivity graphs for Mwith p=4 and 6 are  “funnel” may conjure up a misleading image when the sur-
plotted on the same scale in Fig. 1. We have chosen a lined&ce is rough or shallow in slope, we will use it in this con-
energy spacing of one dimer well depth, which is an effectext to avoid confusion with the previous definition of a ba-
tive compromise between the points raised above. Both treasn as a set of mutually accessible minima at a given energy.
are typical of a funnel-like landscape: as the energy is lowThe funnel terminating at the global minimum is denoted the
ered, minima are cut off a few at a time with no secondaryprimary funnel, whilst adjoining side funnels are termed sec-
funnels, which would appear as side branches. A large upendary. It should be noted that this definition permits a mini-
ward shift in the energy range of the minima is apparent ormum to belong to more than one funnel via different transi-
increasingp from 4 to 6, due to the increase in the energetiction states. The significance of dividing the landscape in this
penalty for strain and a decrease in the energetic contributioway is that interfunnel motion is likely to occur on a slower
from next-nearest neighbors as the range of the potentiaime scale than interwell flo&*** so funnels constitute the
decrease¥’ An increase in barrier heights is also revealed bynext level in a hierarchy of landscape structure. Sufficiently
the somewhat longer branchespat 6. Because of the large deep or voluminous secondary wells can act as t#t4ps.
number of minima involved in the databases for 10 and  striking example is the cluster of 38 Lennard-Jones atoms,
14, the disconnectivity graphs are too dense to illustrate, butvhose truncated octahedral global minimum was only found
we shall see in the numerical analysis of the next sectiomuite recently®*°*because of the much larger secondary fun-
how the trends develop. nel associated with a low-lying icosahedral structiire.

The concepts involved in the disconnectivity graph have  As the first line of Table Il shows, fop=4 the land-
much in common with the “energy lid” description of scape of M;is a perfect funnel: all minima lie on monotonic
Sibaniet al*3 in which minima are grouped together if they sequences terminating at the global minimum. At higher val-
are connected by paths never exceeding a particular energyes ofp a small fraction of minima lie outside the primary
(the “lid” ). These authors plotted a tree with a time axis, onfunnel, and although they technically constitute secondary
which nodes represent the time when groups of minima firsfunnels, they represent a very small proportion of the phase
come into equilibrium. space. We will now see how the characteristics of the pri-

The term “basin” has been used with a somewhat dif-mary funnel evolve as the range of the potential is decreased.

36
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TABLE Il. Some properties of the potential energy landscape gf aflfour ' ' ' '
values of the range parameier All dimensioned quantities are tabulated in —36 1
reduced unitsnp,, is the number of minima, of which lie in the primary
funnel. Eg, is the energy of the global minimum, with the next-lowest —38| i
energy structure lyinga Egaphigher;i is the geometric mean normal mode
frequency at minimumi and »|™ is the imaginary frequency at transition & 40} 1
statei. b is the larger(uphill) barrier height between the two minima B
connected by transition staie b™"" is the smalleridownhil)) barrier, and °:> ol |
AE{™ is the energy difference between the minima, so #hi&= b ©
+AE{". S is the integrated path length between the two minima connected
by transition staté, D; is their separation in configuration space, &ds —4r |
the cooperativity index of the rearrangeméefined in the tejt n?™ is the
smallest number of steps from minimunto the global minimum, an&™ =46+ 1
is the integrated length of this patfi: )y, (- ) and(:--), indicate aver-
ages where the index runs over minima, transition states, and nondegenerate —48 ! w w ) . !
pathways(i.e., pathways not merely connecting permutational isojness 3 5 7 9 11 13 15
spectively. P
P 4 6 10 14 FIG. 2. Correlation diagram for some low-lying structucese Fig. 3 the
icosahedron I(,), the decahedrons,) and the lowest-energy defective
Npnin— Nyt 0 1 219 442 icosahedronC;). Dashed lines indicate regions where the structure is not a
Egm —46.635 —42.440 —39.663 —37.259 minimum: D5, becomes a transition state a@d becomes a second-order
AEgqp 3.024 2.864 2.245 0.468 saddle.
(V) 1.187 1.625 2.615 3.660
(1Y )s 0.396 0.473 0.637 0.628
(b*P)p 3.666 2.070 1.470 1.536
(o) 0.461 0.543 0.583 0.784 Etrair— 2 [Vij+1], 3
(AE®™, 3.205 1.526 0.887 0.752 el
(S)p 2.471 1.735 1.030 0.971 e
(D)p 1.469 1.163 0.840 0.817
Xy, 6.673 5.939 6.093 5.918 Enn= 2 Vij - (4)
(nIm,, 1.354 2.447 3.744 3.885 el
(som) 2.772 3.534 3.573 3.357 n=ro

N, and Eg,.in are more sensitive properties of the structure
thanE,,,, and so the lowest energy cluster is determined by
a balance between maximizing,, and minimizing Egin.
IV. PROPERTIES OF THE LANDSCAPE The icosahedrorﬁFig. 3(a)] is the global minimum for all
four values ofp considered here because it has the largest
The remainder of Table Il lists some global properties ofnumber of nearest neighbora(=42). However, the large
the landscape at four values pf Some of the trends are value ofn,,is at the expense of considerable strain g,

straightforward to understand. For example, definingas IS the energetic penalty for nearest-neighbor distances devi-
the geometric mean of the normal mode frequencies at miniating fromre, it increases rapidly for strained structures as
mum i, the average of this quantity over the database othe pair-potential well narrows at largpr E,p, is also sen-
minima, <j>m’ rises monotonically withp because of the sitive to p; it decreases as the range of the potential de-

increasing stiffness of shorter-ranged potentials. The averadé®aSes- o _

of the transition state imaginary frequenay”, increases The upward trends in Fig. 2 are caused by the changes in

less rapidly in magnitude, and levels off at highindicating ~ Estrain @1dEpy. FOr p<13.90, the second lowest minimum

that the transition regions are flatter relative to the well bot'S @ defective icosahedron in which one vertex has been re-

toms than at low. moved and one face is cappgeg. 3(b)]. The removal of a
The increasing energg,, of the global minimum was vertex allows the strain in the icosahedron to relax, and so

gml . .
noted in the previous section, and the table shows that thi§'€ €nergy rises less steeply than for the icosahedron and
AEg,, falls. However, decahedral clusters are intrinsically

increase is accompanied by a decreasing §&jy,, to the X )
second lowest minimum. The striking drop & 5o, whenp less strained than icosahedral ones, anga13.90 the deca-

reaches 14 is due to a change in morphology of the secorfédron[Fig. 3(c)], which for lowerp is a transition state,
lowest structure, as illustrated in Fig. 2. To see why this
happens, it is helpful to decompose the potential energy into
the following contributions”

V= —Npn+ Esraint Ennns 2

where n,, is the number of nearest-neighbor interactions,
i.e., the number of pairs lying closer than a vahge(taken (@) (b) ()

here to be 1.15), and the strain energy and non-nearest-g. 3. Structures discussed in the tefd) the icosahedroni(), (b) the
neighbor contributions are defined by lowest-energy defective icosahedrddf, and(c) the decahedron(sy,).
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FIG. 4. Energy distribution of the minima for four values of the range parampetereach case, the energy of the global minimum is indicated by an arrow.

becomes the second lowest minimum. In fact, for worth noting that the radial distribution function, taken over
>14.77, the decahedron is the global minimum, althoughall the minima, develops a/2 signature as increases,
this value ofp may be too large to be observed in chemicalwhich is characteristic of close packify.

systems. The change in the order of the stationary point A more quantitative measure of the slope of the PES is
arises from a delicate balance betwéeg,, andE,q,. The  provided by the energy difference between pairs of con-
vibrational mode of the decahedron with the lowest Hessiamected minimaa E" (wherei labels the connecting transi-
eigenvalue is a twist about th@s axis. This motion strains  jgn state, or, equivalently the pathways Table Il shows,

the structur_e, but brings_non_—nearest—_neighbors cIoser._Athe average of this quantity over the pathways drops off
high p, the increased strain wins, causing the energy to ”S%uickly asp increases from 4AE®" is the difference be-

a_md giving a minimum, vyhereas for longer-ranged INteracy, veen the uphill and downhill barriets® andb®"" defined
tions the non-nearest-neighbors lower the energy, giving

%y transition stateé and the two minima it connects. Al-
saddle. though the average over the pathways of the uphill barrier
The decreasing\E,, indicates a local flattening of the 9 9 P Y P '

PES at highep. This effect extends beyond the vicinity of {b'})p, decreases as the range of the potential decreases,

down, ; ;
the global minimum to the whole landscape, as can be seew "p increases, i.e., the barriers that must be overcome

from the energy distributions of minima shown in Fig. 4. As for structural relgxation towards _the global minimum are
p increases, the energy distribution shifts upwards and bd@rger; the flattening of the funnel is accompanied by rough-
comes narrower, and fgr=10 and 14, it develops two sharp €NINg.

peaks at-33 and—34. At high values op, E,,, becomes Given the dramatic increase in the number of stationary
small, and the energetic penalty for strain is large. DecomPoints as the range of the potential decreases, and that the
position of the energy according to E(®) reveals that the Vvolume of accessible phase space will be reduced as the long
peaks in the distributions correspond to low-strain structure§ange attraction is squeezed out, we must expect some
with 33 and 34 nearest neighbors. Low strain can arise fronghange in the nature of the individual pathways between
two structural motifs: close packing or polytetrahedral pack-minima and their organization on the landscape. Defilipg

ing (without pentagonal bipyramigldt is not easy to classify as the separation in configuration space of the two minima
such a small cluster according to these schemes, but it isonnected by transition staie Table Il shows, as we might
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TABLE IIlI. Distribution of the number of steps™ lying on the shortest -30
path from local minima to the global minimum at four values of the range —14
parametep. =
Number of minima —35
p=6
n9m p=4 p=6 p=10 p=14 ©
~
B
1 105 188 71 148 %0 -40 4
2 50 591 937 1116 g p=4
3 3 518 2887 3502
4 116 3315 4393 —45 |
5 19 1644 2627
6 6 403 843
7 47 120
8 1 10 —-50 ‘ : -
10 5 0 5 10

Slo

FIG. 5. Example monotonic sequences leading to the global minimum for

t that ted mini | h three values of the range parametefSis the integrated distance along the
expect, that connected minima are on average closer Wnep, ., path from the global minimum. Minima are indicated by filled

the potential is short ranged. This effect is accompanied by @icles, and the transition states by open circles. The plots demonstrate a
decrease in the average of the integrated path leSgtht is number of features discussed in the text: the general increase in energy of
interesting to see how the individual pathways are organize&‘e minima, the decreasing gap to the global minimum, the increasing bar-

. h lobal mini We h lculated th rier heights, the shorter rearrangements, and the decreasing gradient towards
Into routes to the globa m'mmum' € have ca (.:u.ate t &he global minimum as the range of the potential decreases.

shortest path from each minimum to the global minimum, as

measured by the total integrated path lengff (the path

with feweststepsbetween minima is generally longeihe operative (high Ni) rearrangements are less likely for

average of5?" s fairly insensitive tp, Whilst_ the average of (Coo)ss, Where the range of the potential corresponds to
the number of steps along the corresponding pathwafys, ~14.2° |t is possible that a 13-atom cluster is too small to

Increases. Thus, on average, the path_for relaxatlon to th&lpport localized subrearrangements in this way.
global minimum does not increase significantly in length, but

becomes more rugged as more transition states must be
crossed. Whereas every minimumpat 4 can reach the glo- V. SUMMARY
bal minimum in either 1 or 2 steps, as many as 5 may be

required atpo=14. Table Il shows how the minima are dis- We have performed a comprehensive survey of the po-

tributed ovem?™, giving some insight into the connectivity tential energy landscapes of the 13-atom Morse cluster fpr
four values of the range parameter using systematic

of the landscape. The number of minima withl = 1 tells us eigenvector-following searches. The landscapes were then
how many transition states are connected directly to the glo- Y g ’ P

bal minimum. The values are remarkably high, especially agharacterlzed in detail using disconnectivity graphs, funnel

permutational isomers are not included. Interestingly, the%r:glﬁ?tgngloa Se;re]gt'?; gf rp;arham(\e/tveersh?vaet z;z\gggelgsﬁzt
number of minima does not increase continuously as the se hology pograpny.

quences branch out from the global minimas one might fationalized the changes in the landscape as the range of the
expect in a funne) but tails off quite gently. potential is varied over a physically meaningful range.

S . The trends displayed in Table Il and the above discus-
An intuitive explanation for the constancy &) and sion are underlined by the plots of representative monotonic
the increase inNnY™ might be that paths are split into a y P b

larger number of subrearrangements. The number of atonReauences in Fig. 5. The overall classification of the potential

contributing to rearrangementcan be measured by the co- energy landscape is that of a funnel, but one Wh'Ch becomes

ity indesi = N/ h i< th io of flatter and rougher as the range of the potential decreases.

gperlatwny n exl:_i—h . yélfw ?%;i Is the moment rafio of g change is accompanied by a general increase in com-
Isplacement, which Is define plexity of the surface in terms of the number of minima and

N transition states and in the number of steps required to reach
N [ra(s)—ra(t)]* one minimum from another.
yi= N“ 5, 5 Previous studi_es of mo_del potential Ia_ndscé_plaave
(2 Ir.(s)—r (t)|2) shown th_aF relaxqtlon from h|gh—energy configurations to the
~ @ global minimum is most efficient when the PES has a large

) ] - potential energy gradient towards the global minimum with
wherer, is the Cartesian position vector of atam ands oy downhill barriers, and lacks secondary funnels which act
andt denote the final and initial configurations in rearrange-ag kinetic traps. On this basis we would expeg b relax
ment pathway. Table Il shows that the average valueNyf  most easily when the the range of the potential is long, in
is almost independent gf. In fact the distribution of\; spite of the fact that the frequency of intrawell vibrational
(from 1 to N) is remarkably similar for all four databases. oscillations decreases as the potential becomes less “stiff” at
This result contrasts with statistics previously obtained forfixed values ofe andr, (see Table ). Low values of the
the larger clusters Izd and (Gg)ss, wWhich showed that co- range parametes are therefore likely to produce “structure
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