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Prediction, determination and validation
of phase diagrams via the global study
of energy landscapes

Traditionally, the determination of phase diagrams has fol-
lowed the inductive paradigm, where experimental obser-
vations provide the phase boundaries in more or less detail
and phenomenological and semi-phenomenological models
are employed to interpolate between the experimental data
points, and by extrapolation to predict the shape of the
phase boundaries in experimentally inaccessible regions.
Over the past fifteen years, a new methodology has been
developing, the aim of which is the prediction, determina-
tion and validation of phase diagrams in chemical systems
without any recourse to experimental information. The
founding stone of this deductive approach is the global
study of the energy landscape of the chemical system. In
this review, we present an introduction to the concept of en-
ergy landscapes in the context of phase diagram calcula-
tions, an overview over the large variety of methods em-
ployed to study energy landscapes and compute free
energies on the ab initio level, and a number of typical ex-
amples of first-principle predictions, determinations and
validations of phase diagrams.

Keywords: Phase diagram; Energy landscape; Structure
prediction; Free energy computation; Phase diagram deter-
mination

1. Introduction

Among the fundamental areas of physics such as classical
mechanics, electromagnetism or quantum mechanics, ther-
modynamics has always occupied a special place. It is not
based on the behavior and treatment of idealized micro-
scopic discrete entities such as individual particles or
charges, or continuous fields, but has its origin in the
macroscopic world predating the triumph of the atomic hy-
pothesis by many decades [1, 2]. Yet at the same time the
laws and concepts of thermodynamics show an enormous
richness: they emerge from and at the same time transcend
classical and statistical mechanics, are interwoven with all
fields of physics, and reach beyond physics into all areas
of natural science and are even found in fields like comput-
er science [3, 4] or economics [5, 6], wherever statistical
quantities and stochastic processes are encountered. One
of the basic features of thermodynamics is the concept of a

phase diagram [7 – 9], originally conceived in solid state
chemistry and metallurgy as a tool to represent experimen-
tal facts about which phase of a material (classically: solid,
liquid or gas) is present at what thermodynamic conditions,
i. e. at what values of the thermodynamic state variables
(classically: pressure (volume), temperature, and mole frac-
tions). Nowadays, phase diagrams are found in many areas
of science ranging from algorithmic theory [10] over the
whole field of physics [11 – 13] to economics and even phi-
losophy.1 However, in this work, the focus will be on phase
diagrams of chemical matter.

Considering its heritage in macroscopic physics and
chemistry, the wide-ranging applicability and the great suc-
cess of thermodynamics when dealing with macroscopic
entities, it is no surprise that in many fields of science ther-
modynamics and thus also phase diagrams have become
established as independent topics of research that are only
weakly linked in the mind of the practical, usually experi-
mental, materials scientist and engineer to the underlying
behavior of the atomic constituents of matter.2 Since ther-
modynamics is in many ways a mathematically self-con-
tained subject, dealing with the thermodynamic properties
of macroscopic matter without any input from the atomic
level has been extraordinarily successful. One notes that
neither Gibbs’ phase rule nor a rudimentary phenomenolog-
ical theory of phase transitions on the level of the Clau-
sius – Clapeyron equation require input from outside fields
such as statistical mechanics.3

However, this self-sufficiency reaches its limits once we
are interested in thermodynamic conditions where experi-
mental data are no longer available or become highly unre-
liable, or if we try to envision hypothetical not-yet synthe-
sized compounds [23 –25] and attempt to derive the phase
diagrams where these compounds might appear. Trying to
address issues like these has led to the introduction of many
concepts, methods and models from statistical mechanics
into thermodynamics in general [16, 17] and the study of

J. C. Schön, M. Jansen: Prediction, determination and validation of phase diagrams via energy landscapes

Int. J. Mat. Res. (formerly Z. Metallkd.) 100 (2009) 2 135

FFeature

1 In the philosophy of Hegel [14] and his successors, the image of a
phase change from water to vapor is used to illustrate the transfor-
mation from quantitative to qualitative change, e. g. in society.

2 And there is some truth to this gut-feeling; one need only recall
the still debated issue of how ergodicity and irreversibility emerge
from the dynamics (classical or quantum) of the multitude of par-
ticles macroscopic entities are composed of [15].

3 Even simple nucleation theory can be largely formulated within a
macroscopic thermodynamic framework [16 –22].
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phase diagrams in particular [7, 26].4 For most purposes,
the fundamental link between the two fields are the state
functions such as the Helmholtz free energy FðNi;V; TÞ,
the Gibbs free energy or free enthalpy GðNi; p; TÞ, etc.,
which on the one hand can be computed on the basis of
equilibrium statistical mechanics and on the other hand
serve as the starting point for many calculations in thermo-
dynamics [28]. In the context of phase diagrams, two im-
portant questions are being addressed: 1) Given a chemical
system in a known particular state, what is the correspond-
ing Gibbs free energy (sometimes also called the character-
istic function, the isothermal-isobaric thermodynamic po-
tential, the free enthalpy, or just the Gibbs energy), and
how does this value compare with the Gibbs free energy of
known alternative phases of the system that are compatible
with the external thermodynamical conditions? 2) More
fundamental is the second question: what possible stable
phases or combinations thereof can the system exhibit for
given values of pressure, temperature etc., and what is the
role played by the so-called metastable phases that are not
included in the conventional presentation of phase dia-
grams?5 In particular, the prediction of new thermodynam-
ically stable solid phases at low and intermediate tempera-
tures and similarly at high pressures is of great interest
since the search for new modifications in these regions of
the phase diagram via experiments is often severely im-
peded because synthetic and/or analytical methods are lack-
ing to properly explore the full range of possible stable and
metastable phases.

Historically, the first question has taken precedence,
starting with the introduction of phenomenological models
[9] for phases such as the ideal and regular solution models,
lattice based approaches such as sublattice models, the
compound energy formalism [29], and associated solution
models [30], until we are now exploring various classes of
cluster expansion and cluster variation models [31]. One fo-
cus in these approaches has been to interpolate between ex-
perimentally determined datapoints along phase boundaries
when constructing phase diagrams, and this research has
culminated in the on-going CALPHAD project [9, 32– 36]
and the development of a number of automated programs
[37 – 40] that allow the computation of phase diagrams by
combining experimentally determined Gibbs free energies
with flexible model descriptions containing a number of fit
parameters. Parallel to the CALPHAD effort, much work
has been performed in trying to provide theoretically com-
puted free energies for those regions of the phase diagram
where the thermodynamically stable phases are known but
the free energies are difficult to determine experimentally.
Here, much progress has been made since the early 1990s
[41 – 48] when the large increase in computer power has
put into our reach both quantum mechanical computations

of ground state energies, defect energies and vibrational
densities of states, and classical molecular dynamics and
Monte Carlo simulations of free energy differences using
highly refined empirical potentials.

But the early 1990s have also seen the beginning of the
development of methods to address the second fundamental
issue mentioned above, i. e. which hypothetical modifica-
tions can exist for given pressure and temperature, where
the focus has been on the low temperature and high pressure
regions of the phase diagram [49 – 52]. As we will discuss
in the following section, the foundation of all these methods
is the energy landscape [23 – 25, 53– 56] of the chemical
system under consideration. A complete knowledge of this
landscape allows us, in principle, to determine not only the
existence of kinetically and thermodynamically stable
phases, but also the degree of their stability and their atomic
transformation routes during phase transitions.

In this review, we will present the general outline of the
energy landscape approach to the prediction of phase dia-
grams, followed by a short overview over the most impor-
tant methods currently employed to identify new phases
and to compute their free energies. This more technical sec-
tion is followed by the presentation of a number of exam-
ples of the ab initio computation of phase diagrams or parts
thereof, with no information from experiment, and some
examples describing the current state of the field as far as
the computation of phase diagrams is concerned once the
possible or expected phases are known.

Due to the space limitations of this review, we cannot
touch upon equally fascinating aspects such as the ‘phase
diagrams’ of finite size systems such as clusters [57 –59],
the thermodynamics of structurally disordered systems
such as glasses [60], phase diagrams and phase transitions
due to magnetic, elastic, or electric interactions [13], quan-
tum phase diagrams [12], or phase diagrams in complex
systems not based on materials [10]. All these systems can
also be studied within the context of an energy or cost func-
tion landscape over a continuous or discrete configuration
space, of course. For more details, we have to refer the in-
terested reader to the literature on these systems.

2. First principles approach to the computation and
prediction of phase diagrams

Starting point for any prediction of phase diagrams without
recourse to experimental information is the representation
of the chemical system at hand as a collection of N atoms.
Classically, this translates into describing the system at
each moment in time by two 3N-dimensional vectors,
~R ¼ ð~r1; . . . ;~rNÞ and ~P ¼ ð~p1; . . . ;~pNÞ ¼ ðm1~v1; . . . ;mN~vNÞ,
giving the positions and momenta of all atoms as a function
of time. The energy of this system is given by the sum of the
kinetic and potential energies, Ekin ¼ ð1=2Þ

P
i mið~viÞ2 and

Epot ¼ Epotð~r1; . . . ;~rNÞ, and the dynamics follows from
Newton’s equations, with the forces computed by taking
the gradient of the potential energy. As long as we can in-
voke the Born – Oppenheimer approximation and neglect
zero point vibrations – the usual case –, this picture also ap-
plies in a quantum mechanical treatment after integrating
out the electronic degrees of freedom. Since the depen-
dence of the kinetic energy on the momenta is just a quadra-
tic function and the potential energy (in non-magnetic sys-
tems) only depends on the positions of the atoms, the
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4 Of course, the question to what extent thermodynamics can be ac-
tually derived from statistical mechanics and ultimately from clas-
sical and quantum mechanics, has been another crucial motivation
for studying the connection between thermodynamics and statisti-
cal mechanics [15, 27]. In this review, we are not discussing this
more fundamental issue but focus on the more practical applica-
tion of statistical mechanics to phase diagrams.

5 One should recall that a large number of the materials used in
everyday life are actually not thermodynamically stable but only
metastable. Nevertheless, they are of great practical importance
because they are kinetically stable on the typical time scales of in-
terest.
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dynamics of the system are given once the hypersurface of
the potential energy over the 3N-dimensional space of all
atom arrangements, the so-called configuration space of
the system, is known. This energy hypersurface is com-
monly denoted as the energy landscape of the chemical sys-
tem [23 – 25, 53– 56].6

The crucial step in going from the classical mechanical
description above to the thermodynamic one is the deter-
mination of the so-called locally ergodic regions on the en-
ergy landscape [55]. For a given temperature T , a subset R
of the configuration space is called locally ergodic on the
observation time scale tobs, if the time seqðR; TÞ it takes
for the system to equilibrate within R is much shorter than
tobs, while the time sescðR; TÞ it takes for the system to
leave the region R, the so-called escape time, is much
larger than tobs,

sescðR; TÞ � tobs � seqðR; TÞ ð1Þ

If this holds true, then the ergodic theorem tells us that we
can replace the time averages of observables Oð~RðtÞ; ~PðtÞÞ
along a trajectory of length tobs ¼ t2 � t1

hOitobs
¼ 1

tobs

Z t2

t1

Oð~Rðt0Þ; ~Pðt0ÞÞ dt0 ð2Þ

inside the locally ergodic region R by the (Boltzmann) en-
semble average of this observable

hOiensðTÞ ¼
R
Oð~P; ~RÞ expð�Eð~P; ~RÞ=kBTÞ d~P d~RR

expð�Eð~P; ~RÞ=kBTÞ d~P d~R
ð3Þ

restricted to the region R,

jhOitobs
� hOiensðTÞj < a ð4Þ

Of course, this ‘equality’ holds only within an accuracy a,
since only local and not global ergodicity is assserted.7 In
particular, we can compute for every locally ergodic region
Ri the local free energy

FðRi; TÞ ¼ �kBT lnZðRi; TÞ

¼ �kBT ln
X
j2Ri

expð�EðjÞ=kBTÞ ð5Þ

and thus apply the usual laws of thermodynamics to the sys-
tem as long as it remains within the region Ri. Figure 1 de-
picts a sketch of a simple two-dimensional landscape where
the locally ergodic regions are indicated.

For any given observation time scale tobs, the configura-
tion space of the chemical system is split into a large num-
ber of disjoint locally ergodic regions, with the remainder
of the configuration space consisting of transition regions
connecting the locally ergodic regions. Each such region
corresponds to a kinetically stable compound of the chem-
ical system on the time scale of observation. It is important

to note that the set of all locally ergodic regions on an en-
ergy landscape depends not only on the observation time
chosen, but also on temperature since the escape time in
particular tends to vary strongly with temperature. As long
as the probability of being found in one of these locally
ergodic regions is much larger than the probability of being
found in a transition region,
P

i pðRiÞ
1 �

P
i pðRiÞ

� 1 ð6Þ

where

pðRiÞ ¼
X
j2Ri

pðjÞ ¼
X
j2Ri

expð�EðjÞ=kBTÞ
Z

ð7Þ

the system can be considered to be in (meta)stable thermo-
dynamic equilibrium on the timescale tobs.

8 Note that if the
system has been given an essentially infinite time sglobal

eq �
sescðRiÞ to equilibrate before we perform our measurement
on the timescale tobs, the system can be treated as globally
ergodic, and the likelihood of finding the system at the time
of the measurement in a particular locally ergodic region Ri

is given by pðRiÞ. As a consequence, the locally ergodic re-
gion with the lowest free energy has the highest probability
of being occupied during the measurement, and the com-
pound corresponding to this region is customarily desig-
nated to be the thermodynamically stable phase.9
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Fig. 1. Sketch of an energy landscape consisting of minima regions
(green level lines) and mountain regions (red level lines). Blue dotted
line indicates trajectory of the system. Regions contained in black rec-
tangles are locally ergodic regions on the time scale of observation en-
countered during the simulation; dashed black rectangles are locally er-
godic regions that have not been visited during this particular
simulation run. Note that locally ergodic regions do not have to contain
a local minimum – entropic barriers can be sufficient to establish local
ergodicity [61].

6 In a full quantum mechanical description, we also need to take ad-
ditional electronic and spin degrees of freedom into account. For
clarity of the presentation, we only discuss in this section the clas-
sical system without electric and magnetic fields.

7 For a more detailed discussion of local ergodicity, see e. g. Refs.
[55, 61]. Other concepts closely related to locally ergodic regions
are the so-called ‘stable states’, ‘subcanonical ensembles’ and
‘wells’, respectively [27, 62–65].

8 This condition does not hold e. g. if the system has a high ten-
dency to form glassy phases.

9 We have to be careful not to run into a seeming paradox here: the
system is globally equilibrated on the time scale seq

global, where all
the regions that are locally ergodic on the time scale tobs have in-
teracted since seq

global is much larger than the escape times from the



W
20

09
C

ar
lH

an
se

r
V

er
la

g,
M

un
ic

h,
G

er
m

an
y

w
w

w
.ij

m
r.

de
N

ot
fo

r
us

e
in

in
te

rn
et

or
in

tr
an

et
si

te
s.

N
ot

fo
r

el
ec

tr
on

ic
di

st
rib

ut
io

n.

Quite generally, one notes that at low temperatures, the
escape times from the locally ergodic regions tend to follow
an Arrhenius law and are therefore controlled by energetic
barriers on the energy landscape. Thus, at very low tem-
peratures individual local minima10 of the energy landscape
are locally ergodic and their local free energies are deter-
mined by the energy of the minimum plus the contribution
of the vibrations about these minima11. Usually, the regions
with the lowest free energy correspond to crystalline modi-
fications of the system, while structures containing defects
are also associated with local minima but with higher ener-
gies.12 At elevated temperatures and on sufficiently long
time scales, locally ergodic regions will typically encom-
pass many local minima. The most common case is that
the region consists of a large basin containing both the per-
fect crystalline minimum and the minima corresponding to
equilibrium defects of this structure.13 Other very important
examples are locally ergodic regions that contain all the lo-
cal minima associated with, for example, the rotation of
complex anions in a solid or the oscillation of individual
atoms in double-well potentials, or the many local minima
representing possible atom arrangements belonging to solid
solutions or alloy phases. At even higher temperatures,
essentially all locally ergodic regions merge on the observa-
tional time scale, melting occurs, and the system is no long-
er found in the solid but in the liquid state.

Constructing an equilibrium phase diagram from first
principles thus involves as a first step the determination of
the locally ergodic regions on the energy landscape of a
chemical system as a function of temperature, pressure and
concentration of the different types of atoms for observa-
tional time scales of interest. Next, the local free energies
of the corresponding (metastable) compounds and phases
are computed and by minimization of these free energies
the thermodynamically stable phase is obtained. While this

general approach is very straightforward in principle, there
are a number of issues and practical limitations that need
to be addressed when designing an efficient implementa-
tion.

In principle, the determination of locally ergodic regions
consists of three steps: the generation of a candidate for
such a region, the verification that the candidate is locally
equilibrated on the time scale of observation, and the verifi-
cation that the candidate is kinetically stable on the time
scale of observation [66]. Three main classes of approaches
to generating structure candidates exist in the literature: di-
rect determination of local minima and structure families
of such minima on the energy landscape [23 –25, 66],
chemically inspired [67– 71] and/or systematic construc-
tion [72, 73] of hypothetical candidates including data-
base-driven searches [74, 75] and topological bond-net-
work methods [76 –82], and dynamical simulations that
try to reproduce or imitate chemical and physical processes
such as pressure or temperature induced solid – solid phase
transitions [83 – 86], the sol-gel process [87, 88], or crystal-
lization from solution [89] or the melt [90]. One should note
that the next steps of verifying that these candidates are
equilibrated and kinetically stable are in most instances re-
duced to only checking whether the candidate corresponds
to a local minimum of the energy. The reason for this is that
further investigations such as the determination of the ener-
getic and entropic barriers surrounding the locally ergodic
regions are still far from trivial and require a very large
computational effort, especially if one attempts to compute
these barriers on the ab initio quantum mechanical level.
Such computational limitations are also the reason why the
systematic determination of all relevant local minima on
an energy landscape without any direct or indirect input
from experiment is still at the border of our abilities for sys-
tems with more than about 40 atoms/simulation cell, irre-
spective of the global search algorithm employed. In con-
trast, there is no in-principle problem in constructing
candidates by copying and modifying known structures of
chemically (more-or-less) related compounds from various
databases or in generating periodic bond-networks for a
given set of allowed bond-connectivities. The main prob-
lem of the database driven approaches is the fact that during
global optimizations on energy landscapes one often finds
energetically very low-lying minimum structures that do
not exist in databases or do not obey the topological rules.
Regarding the topological network approach, one could in
principle construct all possible atom-networks by including
many different types of bond-connectivities into the topolo-
gical network generation, but then the number of hypotheti-
cal candidates would grow exponentially fast with the num-
ber of atoms/cell [76], and the local minimizations required
for these network-based structure candidates would also
overwhelm the computational resources.14 The issue of
computational resources obviously also confronts the third
class of approaches, of course.

Regarding the computation of free energies of the candi-
dates for locally ergodic regions, a number of established
methods exist: direct calculations by, for example, adding
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individual locally ergodic regions, sglobal
eq � sesc(Ri). Probabilistic

arguments then suggest that we will most likely encounter the sys-
tem in the phase with the lowest free energy. (In the thermody-
namic limit, this probability becomes overwhelmingly large.)
However, our actual measurement takes place on a much shorter
time scale tobs � (Ri) (but tobs � seq(Ri)), on which the indivi-
dual regions Ri are locally equilibrated but are effectively de-
coupled from the remainder of the energy landscape. An example
might be the measurement of the powder diffractogram of a phase
separated solid solution that only requires a couple of hours meas-
urement time, after the system has spent several months relaxing
from an originally homogeneous metastable quenched solid solu-
tion phase in to the thermodynamically stable two-phase state.

10 Both the perfect crystalline atom arrangement and defect config-
urations constitute such individual local minima.

11 Recall that magnetic and electronic degrees of freedom are ex-
cluded in this discussion.

12 Of course, on long enough time scales tobs � sdefects
eq �

sesc(Rcryst), sesc(Rdef ), the system can establish local equilibrium
between the minimum corresponding to a perfect crystalline atom
arrangement Rcryst and the defect minima Rdef even at very low
temperatures. In such a case, the locally ergodic region encom-
passes a larger basin around the crystalline minimum containing
many side minima, and the free energy includes a contribution
due to the various equilibrium defects. Nevertheless, if the actual
measurement were to be performed on much shorter time scales
tobs � sesc(Rcryst), sesc(Rdef) � sdefects

eq , the defect contribution to
the free energy would not be observed.

13 Non-equilibrium defects cannot be part of a locally ergodic re-
gion, by definition. In practice, we can actually classify the re-
gions that are locally ergodic on the time scale tobs by the type
and number of kinetically stable non-equilibrium defects (e. g. the
set of pinned grain boundaries in a crystal).

14 In the extreme case, we would essentially scan the configuration
space more or less densely, a method often employed when pre-
dicting possible structures of molecular crystals using (rigid) un-
breakable molecules [72].
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the phonon contribution of the free energy to the minimum
energy of the structure, and indirect computations by evalu-
ating the free energy difference between the candidate and
another system with known free energy, or by analyzing
the phase space volume seen during long dynamical simula-
tions. Regarding the last two methodologies, the computa-
tional requirements again are critical insofar as one needs
both sufficient statistics and a reasonably high accuracy of
the energy calculations that should be either on the ab initio
level or using a refined empirical potential, in order to reach
good quantitative agreement with experiment.

3. Methods

Three classes of computational tools have to be provided in
order to predict and validate phase diagrams: tools to ex-
plore energy landscapes, tools to compute free energies,
and tools to compute phase diagrams. We will not touch
on the last one, since a number of program libraries are
available for this purpose [37 – 40, 91] with most of them
having grown out of the CALPHAD project [9], and focus
instead on the other two in this review.

3.1. Tools to explore energy landscapes

Central quantities of interest of energy landscapes are spe-
cial points [92] such as local minima and saddle points (in
particular those connecting pairs of minima), special re-
gions such as locally ergodic regions [55], transition re-
gions [93] and normal hyperbolic manifolds [94, 95], local
densities of states, and the flow of probability on the land-
scape with the corresponding barrier landscape consisting
of (generalized) barriers [61] such as energetic, entropic
and kinetic barriers [96]. Finally, visualization plays an im-
portant role, in order to represent the high-dimensional
complex multi-minima landscape in a simplified fashion;
here, graph-based representations [97] and the reduction of
the number of relevant coordinates [98] are the most impor-
tant tools.

3.1.1. Identification of local minima

A large number of methods to identify local minima on the
energy landscape have been developed for the solution of
discrete and continuous optimization problems in mathe-
matics, physics, chemistry, biology etc., and have been
adapted and applied to the issue of identifying structure
candidates in chemical systems. The two crucial issues are
the efficiency of the search, and the effect of simplifications
and modifications of the energy landscape with the goal of
speeding up the search procedure. One should note that we
are not only interested in the global minimum – all minima
with low energies and sufficiently high barriers surrounding
them are of importance since they represent potentially
valuable metastable compounds.

The most simple approach is the use of multiple
quenches, i. e. for a given starting point, neighbor config-
urations with lower energy are found deterministically
(e. g. via computation of the gradient) or stochastically,
and this downhill search continues until the system has
reached a local minimum. This procedure is repeated for a
very large number of starting points that are generated
either by systematically or randomly scanning the config-

uration space [99] or by chemically inspired choices [69],
e. g. via network model generation [100 – 102] or selection
of structures from databases [74, 103]. A similarly straight-
forward approach consists in performing long Monte Carlo
or molecular dynamics (MC/MD) simulations at constant
temperature, where periodically quenches are performed
along the trajectory of the system [104, 105]. Here, one of-
ten speaks of a ‘walker’ and his trajectory on the landscape.

Related to this approach is the so-called simulated an-
nealing [106, 107], where during the MC/MD simulations
the temperature is decreased, in order to focus the explora-
tion on regions where deep-lying minima are expected to
be found. If one performs an MC simulation, one can re-
place the physically realistic moveclass of moving one or a
few atoms by a small amount by a more optimization effec-
tive moveclass that allows larger changes in the atom con-
figuration during each move, in order to explore a larger
part of the landscape. In this case, it is sometimes efficient
to combine such large moves every time with a quench; this
scheme is often called basin hopping [108, 109]. Besides
the moveclass, there are a number of other features of simu-
lated annealing that can be adjusted to increase the effi-
ciency of the algorithm [4, 110]. The temperature schedule
TðnÞ, where n counts the number of moves along the trajec-
tory, can be optimized; common schedules are exponential
or linear decrease with n, schedules involving temperature
cycling [111, 112] where the temperature periodically in-
creases and then decreases again, and adaptive schedules
[3, 113] that take properties of the landscape explored up
to now into account. Multi-walker implementations have
also been used [110, 114], such as the Demon-algorithm
[115], methods that generate an averaged landscape [116 –
119] such as conformation-family Monte Carlo [120],
superposition state molecular dynamics [121] and SWARM
molecular dynamics [122], or multi-overlap dynamics
[123 – 125], parallel tempering [126] and J-walking [127]
where different walkers run at different temperatures and
periodically switch positions (or temperatures), in order to
overcome barriers more efficiently. Finally, the acceptance
criterion can be modified; the most popular ones accept a
move according to the classical Metropolis distribution
[128], the Tsallis distribution [129, 130], or based on a tem-
perature dependent acceptance-threshold [131].

A different class are the taboo searches [132 – 134],
where one performs MC/MD simulations and already vis-
ited regions are forbidden, either by rigid exclusion con-
straints or via penalty terms added to the energy function
[135]. A crucial issue here is the length of the memory
chain; combining a taboo search with quenches and large
moves as in basin hopping schemes can alleviate the mem-
ory problem to a certain extent [136]. One of the more
recent incarnations of a taboo search is the metadynamics
approach [137]. Furthermore, there exist a number of meth-
ods designed to achieve a more efficient barrier crossing,
which are based on the modification and/or simplification
of the energy landscape [135, 138 – 146], e. g. by locally
elevating visited areas [135], by lowering barriers relative
to the local minima [142], stochastic tunneling [143, 147 –
149], dynamic-lattice searching [150], or by modifying the
potential between the atoms [140]. Typically, the landscape
modifications during such accelerated (molecular) dy-
namics runs are adaptive, i. e., they vary with the progress
of the simulation and depend on the information already
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gained about the system, in this way being related to the ta-
boo-searches.

Genetic or evolutionary algorithms have become very
popular over the past decade [151 – 158]. They are essen-
tially a deterministic or stochastic evolution of an interact-
ing ensemble of walkers which exchange information not
only about the regions of the landscape explored but also
by generating new configurations via a mixture (cross-over
move) of two or more walkers, in addition to simple modifi-
cations of individual walkers (mutation move). A feature of
great importance is the representation of the members of the
ensemble for the purpose of cross-over moves, i. e. either as
a genotype [159] (discrete encoding of an atom configura-
tion) or as a phenotype [152, 160, 161] (the actual atom
configuration) where in the latter case one often adds a lo-
cal minimization after the cross-over has taken place [152,
162].15 One problem with evolutionary algorithms is the
limited physical realism of the moveclass which makes it
difficult to estimate the stability of the minima and can lead
to the elimination of a number of local minima. Here, one
should also mention extremal optimization [149, 163],
which is an ensemble-based exploration approach that pro-
duces a very wide spread in the energy distribution of the
local minima that can be potentially quite useful when deal-
ing with large energy barriers on the landscape.

Exhaustive searches are most common if the energy
landscape is discrete or can be easily discretized via fast lo-
cal minimizations. Branch-and-bound methods [164, 165]
can be quite effective and similarly the lid algorithm
[166 – 168] which is based on a complete enumeration of
all states reachable from a starting point without crossing a
sequence of prescribed energy lids.16 Again, the moveclass
one uses for optimization purposes is often not necessarily
a physically realistic one, and the system size can become
a serious problem as the number of atoms/cell increases.

Finally, there exist several lid-based methods for contin-
uous energy landscapes. Examples are the deluge algorithm
[171], where an energy lid that must not be crossed during
the random walk (like a Monte Carlo simulation where
every move is accepted, i. e. where T ¼ 1) is slowly low-
ered from very high lid values, and the threshold algorithm
[172] (originally developed as an implementation of the
lid algorithm for continuous landscapes), where for a se-
quence of energy lids the walker is allowed to move below
the lid, and one checks periodically whether new local
minima have been reached by performing several quench
runs from stopping points along the trajectories.

3.1.2. Identification of saddle points

Quite generally, the methods to find saddle points are con-
siderably more involved and often less robust than the
methods employed to determine local minima. One popular
approach to identify saddle points proceeds by first finding
the minima of the jrEj2ð� 0Þ surface and then checking
which among these points are actual saddle points of the
original energy surface [173].17 An alternative method is

the slowest slides procedure and closely related methods
[57, 174 – 176], where one follows along the slowest down-
hill eigenvector direction at any given point on the energy
hypersurface until only one negative eigenvalue remains.
Next, one follows this direction up to the saddle, and then
from the saddle one can reach the minima (or perhaps
further saddles) that are connected by the saddle at hand.
This method is also slightly related to the conjugate peak
refinement approach [177]. Complications can arise in par-
ticular when the steps of sliding and following the negative
curvature need to be mixed.

Another class of procedures starts from one or more local
minima and attempts to identify the nearest or lowest saddle
to or between the minima, respectively. Eigenvector fol-
lowing [178, 179] proceeds in the direction of the softest
eigenvector uphill out of the local minimum until a negative
curvature appears; then one follows this direction uphill to
the saddle. A contentious issue is whether one reaches
really the lowest accessible saddle points. If two minima in
close proximity are known, one can use elastic band meth-
ods [180 – 182] to first define the shortest path in configura-
tion space between the two minima and then perform a lo-
cal minimization along this path while not allowing the
path to rupture. The maximum along the path generated
via these minimizations is the saddle point. Choosing the
appropriate path is a major issue here, in particular if the
two minima are not nearest neighbors but are separated by
several saddle points. One should note that such activa-
tion – relaxation techniques [183– 185] that identify saddle
regions can also be employed to detect neighboring mini-
ma.

3.1.3. Identification of locally ergodic regions

The most straightforward approach applicable for low tem-
peratures consists in finding the local minima of the energy
landscape as discussed above and checking that they are
surrounded by sufficiently high energy barriers [172, 186].
At higher temperatures, one can use long Monte Carlo or
molecular dynamics simulations and attempt to visually
identify stable structures about which the system oscillates,
even if the structure does not correspond to a single, or even
any, local minimum of the energy landscape [83, 86, 187].
A more systematic approach is the so-called ergodicity
search algorithm [188], where one registers the fluctuation
of indicator variables, for instance the potential energy or
the radial distribution function, within time windows during
the long simulations. If the average value of these variables
jumps between two windows by more than the fluctuation,
this suggests the existence of a new locally ergodic region.
Next, swarms of short simulations starting from points
along the trajectory in the time window are employed to
verify whether the system is in local equilibrium in this re-
gion, and long simulations for a number of temperatures
are used to measure the probability flow from the region
and thus the escape time. Unsurprisingly, searching for lo-
cally ergodic regions in this fashion is quite expensive com-
putationally.

3.1.4. Analysis of transition paths

The search for the transition path between two locally ergo-
dic regions representing two phases [189, 190] is an impor-
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15 Quite generally, methods where stochastic moves are combined
with local minimizations are often denoted as hybrid methods.

16 As happens a lot in this field, this algorithm has also been re-in-
vented [169, 170].

17 Note that not every point which fulfills the requirement
!|!E|2 =~0 is a critical point of the energy hypersurface.
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tant task when studying the stability of phases, the transi-
tions among them, and the mechanism of chemical reac-
tions. Much work has been performed by postulating a reac-
tion coordinate and approximately following this route
[191, 192]. The first class of methods that attempt to find
such paths without prior chemical information or inspira-
tion are the so-called elastic band methods mentioned
above, which are most efficient at low temperatures and if
the minima are reasonably close together. However, both
the individual phases and the transition regions tend to con-
tain many minima, in particular defect structures within the
locally ergodic regions and complex pre-nucleation struc-
tures inside the transition regions, which can make the
choice of a ‘shortest path’ between the two phases quite un-
realistic. Alternative methods are in particular the so-called
transition path sampling [64, 193 –195], where one per-
forms essentially a Monte Carlo walk on the space of transi-
tion paths, and related procedures [182, 196 – 199]. One at-
tempts to match forward and backward routes between the
two minima along molecular dynamics simulations of a sin-
gle path. The sampling of path space takes place via small
changes in the initial conditions of the forward and back-
ward path simulations. Finally, one can compute the reac-
tion rates via transition state theory [200 – 203].

The metadynamics scheme [137] mentioned and related
methods [204, 205] provide an alternative, where only a
starting minimum/phase is provided, and one expects the
system to find the new phase ‘on its own’, by slowly build-
ing up a penalty type potential inside the starting region
which makes the starting region energetically unfavorable
and forces the walker to leave the region. This taboo-like
search works in principle at any temperature, and one can
measure the local free energy in the process, too [206,
207]. By performing quenches along the trajectory, one
can find neighboring minima, analogously to e. g. the
threshold algorithm [172, 208]. Just as the ergodicity search
algorithm [188] relies on a sensible choice of indicator vari-
ables to identify candidates for new locally ergodic regions,
the metadynamics requires a good choice of an order
parameter, which allows distinguishing between the origi-
nal phase and the new one(s), which is often a non-trivial
issue. The same holds true for alternative methods such as
some type of coarse molecular dynamics [209 – 214] or var-
ious steered dynamics procedures [215 – 221]. One should
note that just as in the case of the saddle point determina-
tion, transition path sampling and metadynamics can be
quite expensive computationally.

3.1.5. Measurement of probability flow

An issue closely related to the analysis of transition paths
and the stability of locally ergodic regions is the measure-
ment of probability flows among locally ergodic regions.
If the transition paths are known and reasonably simple,
one can employ standard transition state theory to compute
the likelihood of moving between the various minima from
the knowledge of the minima and the energy and width of
the saddles. Similarly, if one particular transition is the fo-
cus of the study, transition path sampling will yield suffi-
cient information to compute the probability flow.

More generally, one can employ many long standard
constant temperature MC/MD simulations plus quenches,
in order to measure the probability flow as a function of

temperature. A major problem here is the required length
of the simulations at realistic temperatures for reasonably
sized systems. An alternative is the threshold algorithm
mentioned above, where the probability flow is measured
not as a function of temperature but instead as a function
of energy slice for each energy lid [172, 186]. Similar to
the metadynamics, no target is given, the density of states
is sampled, and all minima that have been identified serve
as starting points for threshold runs. By performing many
quenches along the way, one can gain estimates on the ener-
getic and entropic barriers and determine the size of the
transition regions by identifying the so-called characteristic
regions [93] as a function of energy slice. These character-
istic regions are defined via the probability of reaching a
set of minima from a given stopping point along a trajectory
when one performs many stochastic quenches from the
same stopping point.

3.1.6. Measurement of local and global densities of state

The most straightforward method to measure local densities
of states is to sample them via long unbiased random walks
[222, 223], and then to normalize them to, e. g., the vibra-
tional density of states around local minima. The classical
histogram methods belong to this group [224, 225]. The
most obvious problem is the long simulation time; other is-
sues are to separate the contributions of many different
minima. As a consequence, re-weighting methods have
been developed [226, 227], where one performs the simula-
tions, for example, for many different temperatures and re-
scales the sampled densities of states with the acceptance
probabilities such that the simulation effectively corre-
sponds to diffusion on a ‘flat’ landscape. Many different
schemes have been proposed to achieve this end: weighting
of histograms on the fly, e. g. WHAM [228, 229], re-analy-
sis of data of constant temperature runs taken e. g. from ex-
panded ensembles [230], parallel tempering or multi-cano-
nical simulations [125, 226, 231 – 238], modification of the
landscape such that it effectively becomes flat while keep-
ing track of the measured density of states [239] as in meta-
dynamics simulations, global or local transformation of the
landscape using e. g. hyperbolic functions to make the land-
scape look ‘flat’ and re-weight the sampled DOS afterwards
[226]. Important issues are the statistics, of course, the
homogeneous sampling of different metabasins containing
many local minima, and the overlap of distributions taken
at different temperatures.

Similar concerns arise when mapping the DOS measured
within overlapping energy slices, with subsequent slice-
matching as one does when using, e. g., the threshold algo-
rithm [172]. The normalization in particular is usually per-
formed with respect to the phonon spectrum of individual
minima. For low temperatures, where most of the sampled
DOS during a realistic physical trajectory inside a locally
ergodic region comes from within the harmonic regions
around the local minima and saddle points, one can use ana-
lytical methods to compute the density of states from the
phonon spectrum of the Hessian of the minimum under con-
sideration. Even anharmonic corrections [240, 241] and
magnetic contributions [242 – 244] can be included to some
degree. Alternatively, one can compute the phonon spec-
trum from simulations e. g. via the Fourier transform of the
velocity autocorrelation function [245].
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3.1.7. Landscape representations

Graph representations of energy landscapes are among the
most popular ways to provide a simplified description of an
energy landscape. In particular various types of tree graphs
[97, 166, 172, 246– 250] have been invented and re-invented
many times. Here, the leaves of the tree represent local mini-
ma together with their basins up to the lowest saddle points
where two such minima are connected. This connection is re-
presented as another lumped node at the energy of the lowest
connecting saddle point, and one continues this procedure
until all minima are connected. Further developments in this
direction are network-representations of landscapes [165,
251 –259]. Similarly, a representation of the barrier structure
and probability flows via transition probability matrices
[166, 246, 260, 261] or transition maps [186], as a function
of energy slice and/or as a function of temperature is quite
common now. The same holds true for projections of the
landscape onto reduced sets of coordinates [262] such as or-
der parameters [16], essential subspaces [263] or so-called
principal components [98, 264 –266] which are equal to line-
ar combinations of coordinates that are most meaningful to
describe the static, dynamic and/or statistical properties of
the atom configurations. Due to space constraints, we will
not discuss landscape representations in more detail and refer
the reader to the literature.

3.2. Tools to compute free energies

With regard to the computation of free energies, two differ-
ent types of calculations need to be distinguished: energy
landscape based methods, and procedures where the phase
of interest encompasses so many local minima on the energy
landscape that special tools based on statistical mechanical
models are necessary to evaluate the free energy [45].

The most straightforward approach to computing the free
energy of a system is via the (local) density of states of a re-
gion on the energy landscape that has been found using one
of the methods described above. As far as the accuracy of
such a procedure is concerned, the main issue is the quality
of the density of states used as input for the calculation. A
somewhat more subtle issue is the question to what extent,
for example, methods that employ an order parameter for
assigning the density of states to one or other of several
minima actually produce the correct densities of states of
locally ergodic regions, for which only the concept of a lo-
cal free energy is cleanly defined. In the literature, one of-
ten finds plots of ‘free energies’ as a function of an order
parameter, with ‘free energy barriers’ as a function of an or-
der parameter between the two competing phases. As we in-
dicated earlier, as long as one assumes that the system has
had a sufficiently long time to equilibrate between the two
phases, and the value of the ‘free energy’ as a function of
an order parameter only signifies the probability that at
any given moment one will encounter the system in a state
that exhibits this order parameter value, there is no pro-
blem. But making dynamical statements about the transi-
tion region, e. g. by treating the set of configurations where
the ‘free energy’ has a maximum as a function of the order
parameter as a transition state with an associated free en-
ergy barrier, is highly problematic.18

One procedure that has been employed for many years is
the computation of the free energy of a system A via the dif-
ference between two free energies belonging to systems A
and B, where the free energy of system B usually serves as
a reference energy that can be computed analytically (e. g.
the free energy of a system of Einstein oscillators) or is
known from very detailed computer simulations.19 Three
slightly different approaches have been developed for this
purpose, called thermodynamic integration [268], thermo-
dynamic perturbation [269] and computational alchemy
[270]. One feature common to all of them is that we need
to choose some path between the two systems, along which
one smoothly transforms one of the two systems into the
other, or moves phase A to phase B. The first two proce-
dures employ umbrella sampling [271] via the overlap of
probability distributions along the path, while the third one
computes the total work employed when moving from sys-
tem A to system B and back and uses these two values to
determine bounds on the free energy difference between A
and B. While the choice of path and the allocation of time
along the path is very important for the efficiency of the al-
gorithm [272], the path as such does not necessarily have to
be dynamically meaningful. Nevertheless, sampling error
inaccuracies are bedeviling essentially all numerical esti-
mates of free energies derived from dynamical simulations
[273].

When studying two different phases, one can also com-
pute the free energy along a chosen path, e. g. in order
parameter space or along a reaction coordinate via integra-
tion over the remaining coordinates [274, 275]. One of the
possible procedures is via the average force calculated
along the path [276 –278]. As mentioned above, there are
difficulties in interpreting the dynamics along such a path,
and one prefers to perform such computations along a true
simulation trajectory, integrating over the (local) slaved co-
ordinates and again using umbrella sampling.

Dealing with the so-called rare event problem during mo-
lecular dynamics simulations is an issue of major concern
since the transition itself is often quite fast while the wait-
ing time between successful transitions can be much longer
than the available simulation time [279 – 285]. Recently,
using Jarzynski’s inequality [286, 287] has become quite
popular [288], which allows one to take rare events into ac-
count. Again, one has to be concerned whether the trajec-
tory chosen is a reasonable reaction coordinate and whether
one can treat the reaction coordinate as a slow coordinate
compared to the remaining ones, which allows at least a lo-
cal integration about these coordinates. Finally, grand
canonical [289], semi-grand canonical [290, 291] and ex-
tended Gibbs ensemble [292] computations where atoms
are essentially moved between two copies of the system
[293], one describing phase A and the other phase B, (in
equilibrium) have become quite popular for computing
phase equilibria and differences in free energies.

As mentioned above, computing the free energies of
complex phases such as alloys or solid solution phases re-
quires more problem-specific methodologies. Such meth-
ods have their origin in simple ideal and regular solution
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given in [267].

19 Of course, if only the free energy difference between two phases
in the same chemical system is required, then the calculational
procedures can also be applied without explicit knowledge of the
free energy of system B.
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models and have been continuously refined [31, 294– 298].
Nowadays, the cluster expansion [296, 298 – 301] and clus-
ter variation [302 – 304] methods are among the most popu-
lar approaches, together with the explicit computation of
the free energy via summing over the local free energies of
a large number of atom configurations that are supposed to
constitute a representative sample of the set of alloy config-
urations [305]. A precondition of this approach is that the
basic structure (reference lattice) of the alloy is essentially
independent of the distribution of the atoms over the struc-
ture or sublattices thereof (except possibly for small relaxa-
tions away from the reference positions). Then one can map
the 3N-dimensional vector ~X describing a given atom con-
figuration one-to-one to an occupation state of the reference
lattice [31], analogous to an n-state (Potts)-spin for n differ-
ent atom types. Next one approximates the energy of the
configuration by a sum over one-body, two-body, three-
body, etc. interaction terms of the Potts-spins. If each atom
effectively only interacts with atoms within a small neigh-
borhood, the approximate energy function requires only a
small number of interaction parameters, which can be com-
puted via fitting the approximate energies of a set of atom
configurations to the corresponding ab initio energies.
Since the approximate energy function can be evaluated
very quickly even for large numbers of atoms/cell, one can
now calculate free energies via statistical averages over
many thousands or millions of configurations to reasonably
high accuracy within relatively short times [306, 307], pos-
sibly using symmetry adapted selection schemes [305] to
reduce the number of energy evaluations.

4. Examples

The number of publications where at least some kind of ab
initio quantum mechanical calculations are employed in
the determination of phase diagrams has been rising dramat-
ically over the past two decades, and no overview short of
a dedicated monograph would be able to do them justice
[36, 308].20 These studies can be roughly separated into
four different categories: prediction of a phase diagram
with no input except the identity of the participating atoms
[309 – 313], prediction of phase diagrams where all atoms
have to be located on the sites of a defined set of sublattices
usually known from experiment [48, 306, 314 – 320], vali-
dation of phase diagrams where the phases and their struc-
tures are known but all free energies of the different phases
are computed without reference to additional experimental
measurements [48, 240, 321 – 329], and finally work where
experimental data are refined, typically for some important
region of the phase diagram [303, 330 – 336]. Of course,
the transition between the latter three areas of research is a
gradual one. In addition, there are many investigations that
focus on the prediction or determination of stable and meta-
stable crystalline modifications in extended solids [52, 69,
337 – 348], molecular crystals [349– 355], liquid crystals
[356, 357], quasi-crystals [358], zeolites and zeolite-analo-
gues [77, 156, 359 – 364], for a fixed composition, and
sometimes as a function of pressure and/or temperature

[365 – 368]. While these efforts often could be the first step
in the prediction of a phase diagram, in particular if pres-
sure and temperature are varied systematically, and many
of the techniques employed can be of use in the prediction
of phase diagrams, we refer the reader to a number of com-
prehensive reviews in the literature for an overview over
these investigations [23, 55, 363, 369, 370]. Similarly, we
cannot address the issue of structure prediction and phase
diagrams in the context of polymers [371 – 373], jammed
matter [374], clusters [59, 154, 155, 375, 376] and proteins
[377 – 379]; again, a large number of reviews is available
in the literature.

4.1. Prediction without any reference to experimental
information

The most time-consuming step in the prediction of a phase
diagram without recourse to experimental data is the ex-
ploration of the energy landscape. Although this can by
now be done on an ab initio quantum mechanical level for
a single composition in simple systems, in particular clus-
ters [155, 380, 381] and periodic systems with few atoms/
cell [382 – 384], the many optimization and exploration
runs needed for complicated multinary compounds suggest
the use of a modular approach [23]: In the first step, the en-
ergy landscape is explored using a robust empirical poten-
tial such as a Coulomb-plus-Lennard-Jones potential [338,
339, 385] or a Buckingham potential [386], or similar non-
quantum mechanical energy or cost functions [337, 340,
387].21 In the second step, the many hundreds of structure
candidates found during global optimization and long
MC/MD simulations are locally optimized on a quantum
mechanical level. An important structural analysis of the
structure candidates must now follow, in order to decide
whether we are dealing with solid solutions/alloys or
ordered crystalline modifications. The crucial issue is
whether so-called structure families exist among the mini-
ma observed for many different compositions which have
essentially the same energy for a given composition [66,
309]. If that is the case, the union of these local minima
can be treated as a large locally ergodic region, and the free
energy of this alloy phase contains an entropy of mixing
which favors the alloy over ordered crystalline compounds
which correspond to a single minimum basin on the energy
landscape. In the case of alloys, the minimum structures be-
longing to such a structure family can be identified by the
fact that structurally they possess the same set of sublattices
on which the atoms can be more or less randomly placed. In
the case of solid solutions, the same overall cation – anion
superstructure is present for many compositions, and the
different types of cations and/or anions are randomly dis-
tributed over the cation or anion positions in the superstruc-
ture, respectively. Finally, one can compute the free ener-
gies of the various phases for elevated temperatures e. g. in
the quasi-harmonic approximation.22
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20 Although we have attempted to focus on ‘prototypical’ examples,
the selection must necessarily be subjective, and we apologize in
advance to the authors of all those beautiful investigations that
could not be included.

21 The parameters in these potentials reflect typical atom –atom or
ion– ion distances in various chemical compounds where these
atoms are found, or have been fitted to ab initio calculations.

22 The melting transition is not directly accessible via studying only
the minima of the energy landscape. Here, one needs to perform
simulations at high temperatures and compute the free energy dif-
ference between the solid and liquid phases [388].
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This approach has been applied to about twenty different
quasi-binary alkali halide systems [309 – 313], where the
focus was on the low temperature region of the phase dia-
gram since the solidus – liquidus region was already known
experimentally. The global landscape exploration for many
different compositions was performed using simulated an-
nealing and a Coulomb-plus-Lennard-Jones potential for
the energy evaluation, and the subsequent ab initio optimi-
zations were done using both Hartree – Fock and DFT meth-
ods, in order to be able to gain some estimate of the accu-
racy of the predicted low-temperature part of the phase
diagram. The Gibbs free energy was computed via the con-
vex hull method [389] using a combination of the ideal en-
tropy of mixing and a Redlich – Kister polynomial Ansatz
[390] for the enthalpy of mixing, without any input from
experimental data. In all cases, the calculations correctly
predicted whether a solid solution or ordered crystalline
modifications were thermodynamically stable, and for
those systems where the miscibility gap had been measured,
the computed binodal was in good quantitative agreement
with the experimental data [391] (the error in the critical
temperatures of the computed miscibility gaps was esti-
mated to be about � 100 K), as is shown in Fig. 2 for the
system NaBr – LiBr [309, 392]. For those systems where
crystalline modifications were predicted to be thermodynam-
ically stable, these agreed with those already known from
experiment, and several additional stable and metastable
compounds could be predicted, as is shown in Fig. 3 for
the system LiBr – RbBr [310]. Such global landscape ex-
plorations as a function of composition had also been per-
formed in the 1990s for quasi-binary systems such as
Ca2Si– CaBr2 [342] and MgF2 – MgO [385], where solid
solutions are not expected to occur. In these two systems, a
number of (meta)stable phases were predicted, with a very
promising one found at the 1 : 1 composition of the CaSi2 –
CaBr2 system, which was computed to be thermodynami-
cally stable on the Hartree – Fock level.

4.2. Prediction of phase diagrams restricted to prescribed
sublattices

When one tracks the development of free energy calcula-
tions of alloys, there appears a continuous path [31] from
the mean-field ideal and regular solution models to the sub-
lattice models and cluster expansion models. One goal of
these latter models is to take the energy differences between
the individual minima that contribute to the alloy phase into
account when evaluating the free energy of mixing. Clearly,
if one of these minima has a much lower enthalpy than the
remaining ones, it serves as a candidate for an ordered crys-
talline phase, a line compound.23 Taking this as a starting
point, a number of studies have tried to predict or compute
phase diagrams including both line compounds and alloy
phases, on a restricted energy landscape where all atoms
have to be located on the sites of a pre-defined lattice or
set of sublattices, and the moveclass consists of atoms ex-
changing positions, possibly followed by a local minimiza-
tion after each exchange [291]. The energy is then com-
puted either via a cluster expansion model, or on an ab
initio or empirical potential level, and the search for struc-
tures is performed either by Monte Carlo simulations
[291], exhaustive enumeration [306], or selection from
typical atom arrangements found in databases [48].

Examples of the first kind can be found in work by Allan,
Barrera and co-workers [291, 393– 395], who have per-
formed semi-grand canonical simulations using ionic in-
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Fig. 2. Low-temperature region of the phase diagram for the system
NaBr –LiBr showing the miscibility gap in the system [309]. The gap
was computed using global landscape explorations followed by the de-
termination of free enthalpies employing both Hartree–Fock (black
curve) and DFT –B3LYP (red curve) calculations. The blue curve is a
fit to experimental data [391]; the yellow dots are experimental data
points [392].

Fig. 3. Top: The phase diagram of the RbBr–LiBr system [310] com-
puted via global landscape explorations followed by ab initio energy
minimizations. Thin solid line – experimentally known high-tempera-
ture part of the phase diagram, bold solid line –predicted stable phases,
dashed line – predicted metastable phases which are stable with respect
to the binary compounds CsCl and LiCl, dotted line –predicted phases
that are metastable with respect to the binary compounds. Bottom:
Enthalpies of formation at 0 K with respect to the binary compounds
for the crystalline modifications with the lowest energy for each con-
centration investigated. Bullets: Hartree–Fock-calculations; triangles:
DFT-B3LYP-calculations.

23 This is essentially the inverse approach to the general one de-
scribed in the previous subsection, where each minimum is first
considered as a possible line compound, and only afterwards the
existence of a structure family with approximately equal mini-
mum energies points to the existence of an alloy-like phase.
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teratomic model potentials to compute phase diagrams of
MgO – CaO, MgO – MnO and (Ca, Mg)CO3 [291], all being
systems that exhibit solid solution phases. No ordered
phases were observed, and the agreement with experiment
was again within about 100 K for the miscibility gap. In a
subsequent study, the computation of the solidus – liquidus
curve in the CaO – MgO system already studied earlier
[396] was included [393], with good qualitative agreement
with the experimental phase diagram and an underestimate
of the temperature of the eutectic point of about 250 K. Re-
sults of similar quality were found in a study of the Pd– Rh
system using embedded atom potentials [394] and cluster
expansion methods [397].

Ceder and co-workers investigated the temperature–con-
centration (T ; x) phase diagrams of LixCoO2 [398] and
NaxCoO2 [399], where the energy calculations were
performed using effective cluster interaction terms and
DFT-calculations. MC-simulations were used to explore
the possible alkali metal positions on the appropriate sublat-
tice in the alkali metal cobalt oxide structure. For certain
compositions, ordered crystalline phases were observed,
and furthermore several phase transitions as a function of
temperature and concentration were predicted and their re-
lation to experimental observations carefully discussed.
Overall, the computed phase diagrams were in good agree-
ment with experiment. A new phase ‘NiAl2’ stabilized by
vacancies was also found in studies of the effect of vacan-
cies on the NiAl phase diagram by Fähnle and co-workers
[400]. A large number of structure types and sublattices
were included in the study, and the cluster expansion tech-
nique together with DFT-calculations was employed for
the energy evaluation.

An exhaustive enumeration scheme of several million
atom arrangements with up to 20 atoms/unit cell on a bcc-
lattice was used by Zunger and co-workers to determine
possible binary ground states in the Mo – Ta system [307].
For energy calculations, again DFT was employed, together
with cluster expansions including multi-site interactions.
MC simulations were added in order to compute the critical
temperatures for each ground state composition, leading to
the prediction that at high temperatures a solid solution
should be present. This prediction is in agreement with ex-
perimental data, and there are further experimental observa-
tions that support the predicted existence of ordered low-
temperature structures. A similar study on a bcc lattice was
performed for the Cu – Au and Ni – Pt systems [306] and
the Cu –Pd system [320], where new low-temperature
structures for the compositions 7 : 1 and 3 :1 were predicted.

4.3. Prediction of phase diagrams for fixed compositions

Information about phase diagrams for fixed composition as
a function of temperature and/or pressure is of great impor-
tance in many fields, especially if no reliable experimental
data are accessible. In particular, the high-pressure regime
has been very attractive, and many one-dimensional phase
diagrams predicting high-pressure phases have been con-
structed [49, 52, 345 – 347, 367, 401 –405]. Here, we are
going to focus on prototypical studies where a systematic
exploration of the full thermodynamic space is attempted.

All of these studies involved long MC/MD simulations at
elevated temperatures since the goal was to identify possi-
ble high-temperature structures that were not associated

with individual local minima on the energy landscape.
Duan and co-workers performed constant (zero) pressure
MD-simulations for KNO2, CsNO2 and TlNO2 crystals in
supercells of 432 atoms [83]. Starting in a low-temperature
modification, the sample was slowly heated up, and several
phase transitions were observed, until at high temperatures
the nitrite group was completely free to rotate and on aver-
age an NaCl- or CsCl-type structure appeared, in good
agreement with experiment. Similarly, the lattice stability
of molybdenum was studied by Abrikosov and co-workers
using ab initio molecular dynamics simulations on the
DFT-level with about 100 atoms/cell [86]. They found that
at high temperatures, the fcc-phase of Mo becomes thermo-
dynamically metastable, although this modification does
not correspond to a local minimum of the energy (the low-
temperature phase is the bcc-phase) and thus is unstable at
zero temperature.24 A way to accelerate the transformation
between phases during such simulations is the use of meta-
dynamics, which has been applied in the computation of
the phase diagrams of benzene [406] and silicon [407] as a
function of pressure.

Finally, a construction of the free energy landscape of
SrO was performed by combining runs with the ergodicity
search algorithm and the threshold algorithm for a global
exploration of the energy landscape [188], where an empiri-
cal Coulomb-plus-Lennard-Jones potentials served as an
energy function. In the second step, the free energies of the
structure candidates found were computed in the quasi-har-
monic approximation on the DFT-B3LYP level. Combin-
ing these free energies as a function of temperature with
the energy barriers computed via the threshold algorithm
resulted in the free energy landscape shown in Fig. 4. In this
system, all the relevant locally ergodic regions corre-
sponded to basins around local minima on the energy land-
scape, and the appearance of the melt phase was observed
by checking the stability of the underlying crystalline lat-
tice of the rocksalt-type modification (the thermodynam-
ically stable solid modification of SrO) during very long
MC-simulation for large simulation cells as a function of
temperature.25

4.4. Validation of phase diagrams

In addition to the landscape exploration-based computa-
tions of phase diagrams of benzene [406] and silicon [407]
mentioned above, one should note the computation of the
high-pressure region of the phase diagram of carbon [408],
where thermodynamic integration was combined with ab
initio molecular dynamics on the DFT-level to derive the
phase boundaries between the various solid and liquid car-
bon phases. This work is in some respects a continuation
of earlier investigations [409] that had focused on the prop-
erties of liquid and amorphous silicon. Another interesting
study [367] covering a large range of temperatures and
pressures, which also includes hypothetical candidates for
new modifications, has been performed for the nitrogen-
rich part of the phase diagram of the three systems Hf –N,
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24 For T = 0 K, the fcc phase of Mo is estimated to become stable
above ca. 7 Mbar.

25 Since this computation had to be performed with the empirical po-
tential the surprisingly good agreement between theory and ex-
periment (Ttheo

melt 2500 K and Texp
melt = 2800 K, respectively) is only

fortuitous, of course.
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Zr – N, and Ti –N. The computed phase boundaries are in
good qualitative agreement with the experimental results
where available. Similarly good qualitative and partly
quantitative agreement is found in a molecular dynamics
based computation on the level of embedded atom poten-
tials where thermodynamic integration was used to repro-
duce the phase diagram of the Au – Ni system [322]. Final-
ly, a rather different type of system, noble gases and their
binary mixtures, was investigated with Gibbs ensemble
Monte Carlo simulations employing highly refined empiri-
cal potentials fitted to ab initio coupled-cluster calculations
[323]. Very good quantitative agreement of the computed
solidus – liquidus region with the experimental one was ob-
served for most of the systems.

Clearly, central issues that need to be addressed when
striving for quantitative agreement are the inclusion of vi-
brational degrees of freedom and the solid – liquid equilib-
rium. Thus, much effort has been devoted to free energy
and phase diagram calculations where the vibrational entro-
py has been taken into consideration [240, 410 – 416]. Sim-
ilarly, a number of studies have provided insights into the

melting transition, e. g. when computing the melting point
of Al [417] or melting along the shock Hugoniot of Al
[418]. Other work has focused on molecular dynamics sim-
ulations of melting in ionic systems [388, 419], order – dis-
order phase transitions [420 – 422], or have tried to deduce
information from simple molecular models of the solid –
liquid equilibrium [423]. Finally, one should keep in mind
that many structural phase transitions are associated with
magnetic or electronic transitions; thus, several recent stud-
ies of iron and binary compounds containing Fe-atoms have
taken magnetic contributions to the thermodynamic proper-
ties into account [242 – 244, 424].

5. Outlook

The prediction, determination and validation of phase dia-
grams employing ab initio methods have made great strides
over the past two decades. At this moment, different strands
of research aiming at the computation of phase diagrams
with as little input from experiment as possible that had
been developing essentially independently are coming to-
gether: the classical model and data-driven CALPHAD ap-
proach, the chemically inspired data mining procedures,
the exhaustive generation of possible compounds and their
modifications by scanning the space of periodic atom con-
figurations or the space of possible bond-networks, and last
but not least the first-principles approach described in Sec-
tion 2 based on direct global exploration of the energy land-
scape both on the empirical potential and ab initio level.

The time thus appears ripe for pondering the next step in
the field of phase diagram computations in materials
science and solid state chemistry. Of course, there will be
many further improvements in the accuracy of the results
by performing more and more calculations with highly ac-
curate quantum chemical methods, but as important as this
kind of work is for practical applications, it constitutes only
quantitative and not qualitative progress. Part of these ef-
forts will be devoted to take subtle electronic, magnetic
and elastic effects into account when computing phase dia-
grams, to deal with systems obeying various spatial bound-
ary conditions (e. g. fluids or solids contained between
planes or within tubes), and to predict quantum phase dia-
grams from first principles.

Of more fundamental importance will presumably be the
determination of ‘phase diagrams’ for systems that are not
close to the thermodynamic limit, for instance, finite size
systems such as clusters [425, 426] or systems that have
not yet reached global equilibrium. One of the major issues
in this context is to what extent the traditional concept of a
phase diagram that presupposes the existence of the ther-
modynamic limit and global equilibrium can be extended
in a systematic fashion to deal with such types of systems.
Possibly, it might prove necessary to introduce some new
terminology to distinguish these diagrams from standard
equilibrium phase diagrams. Dealing in an appropriate
manner with the thermodynamics of clusters has already
spawned heated discussions, e. g., regarding the issue of
possible negative heat capacities in such systems [427]. In
principle, such questions can be resolved within the context
of locally ergodic regions and the proper observational time
scales on which the movement of the cluster on the energy
landscape takes place. Similarly, lack of global equilibrium
leads us to acknowledge the fact that many metastable
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Fig. 4. Free enthalpy landscape of SrO at p ¼ 0 GPa for eight different
temperatures (T ¼ 150 K, . . ., 2850 K) [188] computed using global
landscape explorations followed by free energy calculations in the qua-
si-harmonic approximation on the empirical potential and ab initio lev-
el. The energetic contributions to the barriers stabilizing locally ergo-
dic regions exhibiting different structure types are given by the energy
difference between the minima (black circles) and transition regions
(white circles). Entropic barrier contributions (for a typical example
see, e. g., [186]) are not shown to avoid overloading the figure.
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phases can co-exist on the current time scale of observation.
Since this is a common situation in materials science, it ap-
pears to be worth the effort to develop some phase diagram-
analogue description that allows for the existence of many
metastable phases for a given set of thermodynamic condi-
tions and/or includes the history of the experimentally de-
termined phase diagram. Hence, the observation time scale
becomes an additional parameter in the ‘phase diagram’,
in addition to temperature, pressure, or concentration.

A natural step in this direction is the computation of so-
called ‘metastable phase diagrams’ [428, 429]; however, it
appears that for the purpose of such a computation one still
starts from the assumption that all the phases are in thermo-
dynamic equilibrium and thus employs the standard tech-
niques, but that the thermodynamically stable phase is ex-
cluded from these calculations. Another quite interesting
approach is the combination of thermodynamics and kinetic
modeling visualized in the well-known time – tempera-
ture – transformation (TTT) diagrams [430 – 434], where
the development of a phase is depicted as a function of time
and temperature. These developments point in the more
general direction of using tools from optimal control theory
to perform phase transitions and chemical syntheses in an
efficient way, both regarding the qualitative outcome (se-
lection of a particular compound or modification as the fi-
nal product) and the quantitative one (maximizing the
amount of product within a given time, achieving the transi-
tion within as short a time as possible, or within a given
time but with as low an entropy production or loss of avail-
ability as possible). This marriage of finite time thermody-
namics [5] with phase transitions has already been achieved
in the context of the gas-liquid phase transition [435], and
should prove to be quite fruitful in the future. Application
of such techniques to realistic systems, both with respect
to the computational prediction of TTT-diagrams and the
optimal control of chemical syntheses, will demand the de-
velopment of efficient models of the various processes in-
volved in a phase transition or a chemical synthesis. Exam-
ples of ongoing research whose goal is a full dynamical
understanding of phase diagrams are work on spinodal de-
composition [22], precipitation kinetics [436], on deriving
kinetics from phase diagrams [437, 438], or work on chemi-
cal reactions [439].

However, perhaps the most fundamental change over the
past two decades has been the development of a new para-
digm for materials science and solid state chemistry [25,
440]: the switch from the traditional inductive approach
based on explorative synthesis followed by phenomenolo-
gical modeling and a posteriori interpretation and interpola-
tion of the experimental data to a deductive one of predict-
ing new compounds, determining the phase diagrams
where they occur, and designing routes for their synthesis
from first principles. This rational synthesis planning [23 –
25, 441] is finally coming into its own as the success of the
combination of initial prediction of a new compound [347]
and subsequent synthesis [442], via newly developed synth-
esis methods [443], clearly demonstrates [442, 444]. This
transformation of solid state chemistry and materials
science from an inductive to a deductive science is a monu-
mental step, and while currently the focus is still on the de-
velopment of more efficient tools to study energy surfaces
and to compute phase diagrams without experimental input,
perhaps an even greater challenge is faced by the experi-

mentalist: the need for new and more refined synthesis
techniques that will put into our hands the plethora of new
compounds and modifications waiting for us on the energy
landscapes of chemical systems.

The authors would like to acknowledge fruitful discussions at work-
shops on energy landscapes at the Telluride Summer Research Center
in 1996, 1997, 1999, 2001, 2003, and 2005, and in Petritoli in 2007.
Special thanks go to I. Pentin, D. Zagorac and M. Sultania for discus-
sions and assistance with preparing the figures and collecting the refer-
ences.
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